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Traditional computesystemdesign hagvolved in an
Abstract environment where computing resourcesre scarce and
expensive. Semiconductor densities have reached the point
Since computing is a physical activity, all forms ofof no longer being limited by the number of transistors but
computing must obey locality constraints imposed byy theability to coolthem.Heat density will be a major
physics. Unknowingly, many software abstractions violatgoncern for all future semiconductor generations.
locality constraints because they represent high dimen-
sional topologies that have higher degrees of freedom Each successive semiconductgeneration must add
than is uniformly implementable by the underlying physitransistors without increasing the totawer usage, in
cal architecture. This semantic gap between abstractiongrder to continue using packages wéimilar power rat-
implemented in the virtual architecture and the physicaings. For the nexseveral generations, aasy solution
machine resources results in poor performance for certaigXists of lowering thepower supply voltage. Aftethat
classes of computing problems. This paper will discusgrace period, thenly long term approach to maintaining
and analyze the impact of locality constraints and dimena constanpowerper die area is to limit the driveower
sionality limits upon software and architecture tremdth  (and thus the drive distance) of most gates in the design.
the specific goals of improved performantmyer cost,

and the longevity of architectural investments. Architecturesthat depend on increasing amounts of
circuit locality are therefore a direct ceequence of power
1.0 Importance of Locality to Architecture limitations. Since computation is a physigabcess and

physics mandates localitythis guideline should not be

Much work in the physicsand computing community  SUrPrising. In his 1981 paper, Danlgillis stated[1]that
focuses onphysical limits to computing, butery little “computer science is missing many tbie q_ualmesthat
effort is spent on the applying theonsequences of those Make theaws of physics so powerful: locality, symmetry,
limits to architectureand softwaredesign. In the not too @nd invariance ocale.” Of these, locality ithe most
distant future, the computing industry will reach the pointcritical and thisperspective is used fahe remainder of
werelithographic scaling is either nabst effective or not  this paper tqudge computer architecturé®nds and fea-
possible any more. Many semiconductor experts shate tUres.

this “post shrink era” is at least 15 years away. ] o )
Locality arguments are the motivation behind the cellu-

Therefore, the next 15years represents a lar automata (CARfforts[2] and coincides withthe quan-

“semiconductor time of plenty” compared ttee low tran- tum dot requirements[3Pespitetheir imprgssiye results,
sistor density our industry was able to achieueing the N€ither of these research aréas had anajor impact on
last 25 years. Wilthis bounty ofcomputing resources re- the mainstay computing industry. The MIT CAM8 ma-
sult in more of the same kinds of architectuttest have ~ Chineé has demonstratesipercomputer performance for
been historically developed?an weusethe insightfrom certain kinds of simulationsyet other proposed simula-
physicsand computing research tdevelop a truly modu- tions canexecute faster on conventional sequential com-
lar, scalable, parallel architectutbat cansurvive this ~ PUters.

entire time period? . . o
Spatial locality goals alone appest to besufficient

to make machinethat areboth universaland high per-



formance over many classes of problems. Sinipbeight
experiments demonstratigat locality isimportant to high

As shown in thefollowing figure, mapping atwo di-
mensional array (1000 x 1000) into virtuaémory results

performance architectures. This paper is the result of an a preferred orientation. If thmemory islaid out in

effort to understand the importance lotality to conven-
tional architecturesHopefully this understandingwill
become a guidepost for spotting whetthitectural trends
will remain critical over time.

The approach of thislocument is to investigate the
impact of locality onmemory systemsgrain size, scal-
ability, the dimensionality of an algorithrand theimpact
on the virtual architecture. Out of this analysisme im-
portantsoftwareand architectural trendsill be isolated
and disussed.

2.0 Spatial Locality within Virtual Memory

Virtual memory is nowtakenfor granted on all mod-
ern computers largand small.Before virtual memory,
programmers where much more aware of pigsical
nature ofmemory resources, especially whirere were
insufficient amounts ot. With the introduction of virtual
memory and multiple processeqvirtual CPU’s), pro-
grammingbecame more abstraahd less tied to physical
resources, which is botpoodand bad. Thegood part is
programmingbecame generallgasier. The bagbart is
virtual resourcesre an abstractiobhased on physical re-
sourcesand plus soma@mportant underlying assumptions.

It is easy towrite codethatviolates those assumptions and

executes poorly.

The physicalbasis ofthe virtualmemory system is a

set of physical memory pagé&hen a page is referenced,

memory by rowsthen initializing the arrayow by row
results ingood performancwith manyaccesseper page.
Alternatively, accessing dowthe columnscauses many
page misses with 10worse performance. Thigxample
assumeghe entire data setoesnot fit into thephysical
memory ofthe machine andelies on the virtuamemory
mechanisms. Similar performance degradation aiso
occur as a result dhe CPU data cached\otice that any
mapping will causethis non-symmetrical timeerform-

ance, which is a direct result of mapping 2D semantics

into a 1D implementation.

Initialize Right
2 Dim Array —————»

Wrong

Memory Pages Mapping

= EEEN

This example illustratethat virtualresourcesan dis-

it is retrieved from diskand placed in some physical rupt the appareribcality (and execution speed) required
memory resourcedarts of this page atbenloaded into by the application semantics. This non-symmetrical (or
the fastcaches othe processor which enable it to be ac- anisotropic) time performance is a direct result of trying
cessed veryast. These pagesre arranged in a large one to mimic atwo or more dimensional space by embedding
dimensional address spatmt isaccessible via a memory it in a one dimensional virtual memory. Applicatidigt
pointer. In order to achievgood performance frorthis  sweep across aantire large multidimensional data set
virtual resource, the program must bell behaved by will producethis effect becausthe memory pages create a
achievinggood locality of references onlianited number  preferred orientation or direction due to violating the lo-
of pages per unit time. cality of referencesThis becomes evemore of a problem
as the number of dimensions increabesauséhe effec-
tive locality of each array element dependgt@number
good program performance within a virtualemory sys- of independent degrees of freedom requiredhef algo-
tem. Any pageghat areactive “appear close” tthe proc-  rithm.
essorand thus ardast to access. As demonstrated in the
next paragraphyery simple programs cadefeatthe ap- Densely packedlata structures are represented using
parent locality of the pages to theocessor. Some compil- multidimensional arrays. Alternatively, sparsely packed
ers detecaind optimize thefollowing kind of arrayrefer-  data structures, such abject oriented graphs, arbest
ence code to enable good performance. represented using virtual memory pointers. Since a pointer
represents a direct relationshietween twounrelated
pieces of physical memory, it semantically represents an

The spatial andemporal locality is a prerequisite for



independent degree of freedorihis desiredocality can  maintainingcontrol over physical facilitiegmpacting lo-
be effected byhe performance of the virtualemory sys- cality, can degrade performance. Pointers arexample
tem. of a primitive implementation feature with insufficient
abstraction facilities and program controls.
With modernobject oriented programmingools it is
easy tobuild objectswith 8 or more outbound pointers. 3.0 Locality Impact on Grain Size
Each pointer represents a unique local directiat must
be embeddethto a one dimensional virtuahemory sys- This section will discuss locality concermggarding
tem. Dynamic reclustering of activabjectsonto memory  architecturegrain size. Choosing the correct virtugtain
pagescanimprove performance [4] by reducinge total  sjze for an architecturean dramatically impact theost,
size of the working set, but requires readjustinglbthe  performanceand flexibility. For example, many super-
pointers in the memory space. computers manufacturers builigh speed 32 bitwide
microprocessors boards aeir basic grain size. Field
Pointers also point to program functions stored in virprogrammable Gate Arrays (FPGAs) have a lwhite

tual memory. Objecbriented programming environments grain size blockthat runsfrom 5 to 25 logic gates per
make it easier to build compledata structuresindalso  plock.

makes iteasy tobuild large,complexprogram structures.

Functions areaccessed bysing pointersand these de- Conventional computerare made of transistor|gic
grees of freedonare aboveand beyondthe explicit data  gates,and wires that creates a discrete localityrid for
dimensions. The following paragraph illustrates this pointpoth spaceand time. The lighttone defines locality in
physics bylinking unit spaceand timetogether Likewise,
Imagine a distributed, 3Dobject oriented, particle the distance (throughires andgates)that a signamust
simulation, where each processor manages a volume of theopagate determines the maximdimquency itcan op-
simulation space. As each partictoves across a proces- erate. Therefore, smallggrain computational elements
sor boundarythe current conditions it encountessuld can runfasterthan |arger graimnes_ Since eactompu_
determine what functions are pagedfiom thecommon tational element has an area yotume),all of these met-
program store. Therefore, easbjectmust have 3 regular rics are related for a specific lithography size.
data dimensions, plus a hidden dimension within each
object to point to its privatebjectfunctions. Even straight Besides basigrain size impacting the maximum op-
forward 3D data applications require 4D semantics whearating frequency, it also directly impactie maximum
the progranspace is considered. Program size considergerformance due to parallelism. Williabally of MIT[6]
tions havebecome a seriouperformance issuejecause hasshownthatcost balancethachines can have 50 times
many applications automatically generate sowate for  the overallmemory bandwidth of conventional processors
compilation and execution.This practice results ivery by maintaining thenemory to logic di@rea ratio to be 10
poor cache performance sinttee codesize is much large (or about 1IMbyte per 32 bit processorHis argument is
than handwritten applications. that conventional processomre performancdiased re-
sulting invery large cachesindvery poor MIPSper unit
The MIT CAM8 group understands the relationshiparea of total silicon. At fault is the traditional trend of

between Iocalit)and the number CﬁXp'lClt dimensions of CPU architects being performance orientaad memory
the data set. The CAM8 machinedsnfigurable to have systems being cost oriented.

1D linear pages, 2D area pages, or avBlimetric mem-

ory configurationand thecorresponding locality assump- Dally’s approach is téook at costand performance in

tions. The CAM8 machindas virtualized thememory  relationship to the total die area of both fivecessor and

dimensions and virtualized the number of cellspreces-  memory. This idea of abasic buildingblock containing

sor. The CAM8doesnot have a true Virtu&hemory facil- both rnernorw_ndk)gic at a 10 to 1 ratio is important be-

ity thus limiting the maximum size problem for equice  cause it suggests that the basic building block should be an

of hardware[5]. The CAM&loesnot directly address the «active memory”.This approach is consistent with a mod-

virtual program size requiremeritecauseeach processor ern relativity notion of a unified spacetime where space (or

can only contain two sets of global rules at a time. memory)and time(or CPU)are inseparabléBoth cellular
automata anabjectoriented paradigms have adopted an

Clearly virtual resourcesre valuable, but ignoring “active data” orientation to data structures.
higher dimensionakemantics (both datand program)

can lead to performangeoblems in conventional virtual
memory systems. Allowing layers of abstraction, without



Dally’s parallel architecture approaatoncludesthat 4.0 Locality Impact on Scalability
smaller grainsize “active memory” buildingblocks can
result in higherperformance for lower costhe mono- Despite ofthe size of the physical universecality
lithic Von Neumann architecture results in théon-  dominates its organization. Thereforewibuld seenthat
Neumann bottleneck” between the CRatdimemory.This  |ocality should be a prerequisite for scalability. In reality,
bottleneck should be relabeltte “Newtoniarbottleneck”  two kinds of scalability exisand theirlocality arguments
because computerrchitects are using lastentury’'s must be addressed separately. Upward scalability deals
Euclidean notions of Segregated Spand time.Consider- with maximumsystem size concerrmd downward scal-
ing locality and scalability arguments, modulaactive  ability deals withgrain sizeandfabrication size issues. As
memory buildingblocks align with modern notions of a discussedearlier, power restrictionsand circuit locality
unified spacetime. dominates downward scalability concerns.

Addressab”ity of elementwithin aSpeCiﬁCgrain size 4.1 Locahty and Degrees of Freedom
is another important architectural decision. As the number
of transistors per dibas increased, theonventional proc- As architects of hypercubmachines haveliscovered
essors have moved from 32 to 64 bit wide addresses aggk hard way, not atomputer network configurations can
datapathsAny increase inthe number of computational scaje in size in 3 dimensions. Franco Preparata [7] has
element requires a wider addreisapath in order to al- formally shownthat only the mesh architecture isuly
low more address bits. The pointer size ahemory ad-  pward scalable in 3D. In addition, Preparstiawedthat
dress is importanbecause mangbjectoriented applica-  gownward scalability results in many unforeseen architec-
tions use pointers to express relationshipssdmeappli-  yyra| restrictions (e.gineffectiveness of latenciiding)

cations, pointersccupymore bits expressing the relation- ¢an syrface when fundamental physical limits are reached.
shipsbetweerdata than i®ccupied bythe data itself. For

applications with lots of pointers, iight bemore effi- Due to scalability reason$®reparataconcludedthat
cient to placéwo 32bit processorper diethanone 64 bit  parallel computer architectures wikcomemore uniform
processor. over time. It is obviousthat nocompany wouldwant to

o ) ) o invest in a suboptimal or short lived architecture. If per-
Applications with many pointers existing inside largeformanceand costarealso considered, the individual ac-

monolithic addresbases havéhe problemthat they are  tiye memory nodes will alsbecomemore uniformover
not relocatable without translating all the pointéBysics  {jme.

always acts in a locamanner and has nothing that

matches thg nonlocal behavior of a pointer. Cellular auto- Potentially a uniform, spatially oriented, computational
mata machines armodeled after physicand therefore  \york metric based on locality measures could define the
only represent directions without any pointers. Unfortu—degree of boundedness for batlgorithms and architec-
nately, it is difficultand cumbersome tprogram without  tres. For example, the number of implicit dimensions d,
pointers, especially when pointers actoagectids for de-  represents the measure of the amourloadlity seen per
termining whentwo instances are thexactly the same  node, but also represents a discrete choice of 2d directions.
object. This choice requires log 2d addressing bitscality and

o o ] scalability metrics could ultimately determine masthi-
Once thegrainsize sets dmit on the maximunmspeed  tectures decisions.

and numbeanddressable elements (parit volume),than

additional parallelism and additionalements mustome Architects build networks ohigh degree because the
from multiple instances of that basic building block. Insidepgplems theyare attacking cabenefit from more band-
andoutside addressability via a netwaake both impor-  wjgth and higherdegrees of freedom. Unfortunately these
tant issues resulting frograinsize issues. Itis clear from gysiemsare notscalable.This simply is the ultimate se-
this discussiorthat grainsize, pointersand networks are  mantic gapbetweenapplication semanticand physically
intimately related. Somehow  futurearchitectures and  realizable architectures. An architecture must either limit
compilers must deal with thgrainsizeand pointelissues  jis degrees ofreedom to 3 dimensions dimit its scal-
to allow a family ofgrain size options givinghigh per-  apility. This restriction to computer architecturérigrigu-
formance and low cost for a variety of applications. ing since some theoriesnderlying physics suggesiat
the universehas a 10 dimensionaymmetry [8], which
represents a better locality metric.



Locality issues completely contralgorithmscalability = and may bethe key to better compiler technologyMost
(both performancend cost) for high dimensional algo- complex architecturesre worthless without good lan-
rithms. Languageshat aredesigned to specifically to deal guages and compilers.
with high dimensional semantigaay emerge [9,10]This
geometrical approach coulcemove raw pointers from 5.0 Conclusion
being directly programmed to manage physicglology

issues. Usingthis geometrical information, real time  The computer industrgnd itscustomers will continue
compiler techniques may allow execution costs to be preg expect computer performance to doubVery year and
dicted and managed. a half. In theface of physicalimits, this will only occur if
the semantic gapetweenapplicationsand architectures
Pointers areuseful because theynplement degrees of decreases. Fothe most demanding applications with
freedom for softwareand architecturebput theyare se-  higher dimensional semantics, thidll only occur if the
manticallyvery weak.Pointers are the spatial equivalent memory architecturesecomemore physicaL especia”y to

of microcodeand applications programmers shoulq not support the 2Dand 3D datavolumes seen by physical
need to us¢hem. Thedevelopment of strongdocality  simulations using finite element analysis.

based geometrical abstracticarsd languagesvould allow
virtual memory pointers to be relegated to the architectural Software languageand programmingalso must be-

dungeons where they belong. come more physical bgdding geometricabased abstrac-
_ _ _ tions and reducing thelependency on semanticalyeak
4.2 Locality Impact on Virtual Architecture implementation mechanisms, such at virtuakmory

pointers andglobally shared memories. Mediumgrain
Building architectureshat deal moreeffectively with  parallel, mesh connected, active memory architectures will
larger amounts dbcality will present a smaller semantic be the targeted output from the real tigepmetrically
gap for high dimensional languageand applications. oriented object compilers.
Similar in nature to th€ AM8 and FPGAs,the trend to-
wards locality constrained volumetric computers will con-  These results were obtained dyalyzing upward and
tinue at the system architecture level and also ad¢hiee  downward scalability concerns to makegy architectural
fabrication level. Mappinghigh dimensional algorithms ingredients of modern computers. Virtual memoriek
into 3D mesh architectures withove from supercomput- grow from one dimensional tehree dimensional (or
ers downinto workstationsand personal computers as more). Languages wittvolvefrom relational to geometri-
application specific compilersffectively deal with scal- cal and from sequential to distributed. Compilers and
able, smallegrain size, active memorghip organization. software tools will bridgehe semantic gap, not the archi-
Cost and performance issues will dictatde remaining tectures. The architectures will be trying to support com-
architecture choicesregarding grain size and total  putational spaceshat have more performance, locality,
amounts of parallelism. symmetry, and scalability requiremefttien current archi-
tectures.
This productconcept is already emerging oustom
computing machines by usingHDL to programaccelera- Low costand low power silicon solutions with these
tor boards full ofFPGA chips[11]. Currentlyprogram-  architectural characteristics will emerdbat others must
ming these devices involvesriting logic schematics and eitherfollow or losemarket sharelLocality concerns will
using automatic placandroute tools. More general pur- ultimately impactall performanceand cost decisions
pose medium grain, parallelsystems, programmed by driving futuresystems to barchitecturally more uniform,
geometrically orientedbjectlanguagesnay bethe future  resulting in the longevity of architecture investments.
of custom computing accelerators.
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